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A  B S T R A C T 

 
With major ramifications for agriculture, water resource management, and disaster 
planning, rainfall prediction is an essential component of weather forecasting. The 
use of big data analytics techniques has become more commonplace in recent years 
as a means of improving rainfall prediction models' accuracy and dependability. The 
goal of this systematic literature review is to present a thorough summary of the 
state of the art in the field of big data analytics-based rainfall prediction research. 
The first section of this paper provides a thorough examination of the basic ideas 
and procedures used in rainfall prediction models. It emphasises how crucial it is to 
incorporate data from a variety of sources into predictive models, such as social 
media, meteorological, and remote sensing data. This complete overview of the 
state-of-the-art in big data analytics-based rainfall prediction is provided by this 
systematic literature review. It highlights the need for multidisciplinary 
collaboration between meteorologists, data scientists, and domain specialists to 
further develop the subject of rainfall prediction and its applications. It also 
identifies gaps in the current research and recommends prospective directions for 
future studies. 

 
1. INTRODUCTION  
Big data contains a large volume of data that 
includes both structured and unstructured data. 
And huge volume of data is not an easy task to 
store, analyze process, share, visualize and manage 
with the traditional database and software 
techniques (Shabariram, et al., 2016). Big data 
analysis in learning, data exists in large volume. It 
is applied where we want to check hidden patterns 
e.g. in health care, consumer demand and adds etc. 
In big data, it takes tasks through clustering the 
data and the main purpose of big data analytics is 
to help in decision making (Shatnawi, M. et al., 
2020) By entering in the era of big data analysis 
which is already applied in many fields, e-business 
cane make efficient and better decisions to meet 
their needs (Zhang, et al., 2021). Big data analysis 

gathered the multiple information e.g. from health 
organizations. It brings new information and with 
the help of big data analysis unstructured data 
convert into structured data. Also, quality of data 
matters more than the quantity of data. Due to 
increase in information the data is getting huge. 
The development in big data brought a lot of 
benefits for technology. Cloud computing and big 
data analysis are two sides of coins. Because big 
data cannot be controlled with one device so cloud 
computing plays a vital role in distributing 
properties. When there is need to handle data with 
a proper algorithm then machine learning also 
plays a great role in big data analysis. Big data also 
provide huge information for internet of things 
(IOT). Unstructured data can become structured or 
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semi-structured by using the specific machine 
learning algorithm. Use of machine learning can 
solve the problems related to big data (Molinari 
and G. Nollo, 2020). Data evaluated based on 
cluster tendency, we need to detect the cluster 
tendency. Some are the existing techniques: Visual 
assessment tendency (VAT), improved VAT (iVAT) 
and Spectral- based VAT (spec VAT). These 
techniques used for small datasets but recently a 
method is developed for assessment of cluster 
tendency for big data is big VAT (R. Hou, et al.,  
2020). 
Time series plays a prominent role in rainfall 
prediction. The data for time series can be gathered 
on different time periods such as hourly, daily, 
weekly, monthly, quarterly and yearly [7]. Time 
series is divided into single variate and 
multivariate methods[8]. Data need to be 
accurately efficiently prepared in order to take out 
functional and valuable information. Thus, the 
evaluation of new tools for connecting with big 
data has become a sensitive issue. An important 
and prominent factor of the nature of big data is 
that data collection related to specific study is 
usually fetched over time at different points, 
resulting in big data time series.   
In literature many researchers already have talked 
about that prediction and forecasting are the most 
challenging tasks in term of convolution and 
technologically. Forecasting for rainfall is based on 
the time series and this idea can get from statistical 
theory. Four major issues: determination of 
effective lengths of intervals, repeated fuzzy sets, 
and trend associated with fuzzy sets, and 
defuzzification operation can be deal in fuzzy time 
series (FTS) (Rajendra Prasad, et al., 2021). The 
quantity of rainfall is a main factor in the field of 
agriculture. This natural event highly effect the 
weather.it is also revealed in many studies that the 
quantity of rainfall also depends on other weather 
parameters. In Asia the south-eastern really 
depends on the annual rainfall. Many researchers 
already have given a lot of models for predicting 
rainfall. Artificial neural network (ANN) is a most 
dominant model for predicting rainfall. Due to 
heavy quantity of rainfall flood warning is the 
major problem. This quantitative forecasting can 
be willingly used by the flood warning system to 
expand the lead time for warning. Some 
uncertainties become very complex for prediction 
models and flood is one of most prominent 

problem. To overcome this complexity machine 
learning (ML) provides batter models for weather 
prediction (S. Aftab, M. Ahmad, et al., 2018). In 
many natural disasters landslides are one of the 
most destructive have affected several 
mountainous regions across the globe. The big 
subjection to landslide possibility has made the 
Indian Himalayas collect the heighten 
attentiveness by the landslides community . A 
study revealed that two prominent tools for time 
series analysis and forecasting are Autocorrelation 
Function (ACF) and the Partial Autocorrelation 
Function (PACF) (Y. Sakurai, Y. Matsubara, et al., 
2017) The authors have reviewed several rain 
forecasting models by NN (Neural Networks) like 
FFNN, RNN, and TDNN. 
Further this SLR contains three sections. In second 
section namely related work, describes literature 
on rainfall prediction and forecasting using 
different techniques of big data. In next section 
namely research protocol, detailed discussion on 
literature of rainfall prediction using big data 
analytics. In last section, there is results and 
discussion of whole study. 
 
2. RELATED WORK  
Big data has thoroughly changed the ways through 
which human community embrace natural disaster 
management scheme to minimize human agonize 
and economic losses. There is less accuracy in the 
modeling for prediction and forecasting of rainfall 
due to two main reasons. First, there are no same 
conditions for every rainfall due to change in some 
factor, so in result there is not accurate prediction 
for rainfall. Second, quantity of factors are not sure 
and also variables are not constant which effects 
the rainfall (P. Singh, 2018). The development of 
the intelligent computing methods, many 
researchers already have proposed rainfall 
prediction methods, Artificial Neural Network 
being one of the most well-known method. Feed-
forward back propagation algorithm, layer 
recurrent algorithm and feed-forward distributed 
time delay algorithm are three methods have used 
to create a model of artificial neural network for 
rainfall prediction in a coastal region of India (S. 
Chatterjee. et al.,m 2018) For Summer monsoon 
rainfall prediction of India on monthly and 
seasonal time series by using data of past five 
years, used error back propagation algorithm. The 
artificial neural network is used for rainfall 
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prediction of Hyderabad, region of India and then 
compare with ARIMA technique . (Mosavi, P. 
Ozturk, and K. W. Chau, 2018). Prediction of rainfall 
in Thailand, the Back Propagation Neural Network 
is used for reveling an acceptable accuracy. ARIMA 
model used to predict the rainfall and also it gave 
future trend of rainfall using existing data in past 
times (S. Bahri, et al., 2019). Many researches used 
of Box-Jenkins ARIMA model to forecast the 
temperature data, rainfall, humidity, rice 
productions etc  (A. Dikshit, et al.,  2020). In this 
study, researcher proposed nearest neighbors 
modeling and Map Reduce Method techniques for 
prediction of crop decisions using on big data 
analytics which is different from conventional 
methods. Researcher composed datasets from 
China Meteorological Administration (1995-2014) 

and gave results after analyzed the data. It focused 
on agricultural mining from time aspect and it gave 
better and efficient results compared to 
conventional methods (M. Yu, C. Yang, et al., 2018) 
Map Reduce algorithm shown in fig.1. In this study, 
researcher used ANN for the purpose of forecast 
monthly and seasonal rainfall in Queensland, 
Australia. As input this network takes 
meteorological or climatic circulation components, 
such as temperature and El Nino index. They also 
discussed about the input collection and 
optimization of ANN (N. Sultana and M. M. Hasan, 
2015). Research in this study initiate a model based 
on DBN for forecasting of rainfall. In two cites of 
China namely Zunyi and GuiYan, efficiency of the 
model is manifest. 
 

 
Fig. 1. Map Reduce Algorithm 

3. RSEARCH PROTOCOLE 
Systematic literature review (SLR) with a high 
standards is one which obtain its purpose by 
providing the compress details and facts of 
essential research topic for a specific time 
span. A detailed research methodology with 
step by step directions is needed to manage a 

productive SLR. In (W. Fan, C. Chong, et al., 
2016),  
 
the evaluation of SLR includes three key points 
with sub tasks shown in fig. 2.  
From the beginning of SLR the research 
questions already have recognized. The 
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purpose of research is specified and extended 
through the research questions shown in 

table1.

 
 
Key points     Sub Tasks  

 
Fig. 2. Key points and sub tasks of SLR 

Table 1. Identification of research questions 
RQ1. Which big data analytics techniques are used / proposed for rainfall 

prediction? 
RQ2. How the performance of prediction and forecasting techniques is assess? 
RQ3. Which type of data is used for prediction and forecasting? 
RQ4. For which location the rainfall prediction and forecasting is performed? 
RQ5. Which elements affect the prediction and forecasting results? 

 
In detailed literature analysis, Full text of 15 
selected articles were analyzed and then 7 most 
relevant research papers are shortlisted for critical 
review. 
 
3.1. MapReduce and Optimized Deep Network for 
Rainfall Prediction in Agriculture 
In J. Abbot and J. Marohasy, (2014), talked about 
that there are existing models which are not 
effective for rainfall prediction in some factors: 
humidity, rainfall and rainfall recorded in past 
years. To handle this situation they proposed in 
this research two main models. (i) Deep learning 
network which built in the MapReducd that allows 
productive handling of big data analytics and also 
this framework works on multiple sources 
disregarding of weather the data is structure or 
unstructured. The MapReduce framework refine 

visualization and come up with a productive 
prediction environment with a highly climbable 
environment. The MapReduce programming 
include two tasks, in first it create a map and then 
in second it reduced to engaged in mapping the 
input data. The map and reduce tasks of the 
MapReduce framework utilizes the S-SGD 
algorithm-based convLSTM. (ii) The development 
of the SSGD-based convLSTM model for predicting 
the rainfall and this model handled the time series 
in best way. convLSTM predicts the future using 
the inputs and the past states corresponding to its 
neighbors, which is facilitated using the 
convolutional operator ∗ and Hadamard product. 
In this research for experimental work they 
performed analysis on MATLAB and took six 
datasets which contains the weather data of the 
rainfall predicted in entire India and the state, 

Think out
• Recognize the necessities of SLR

• Identify research quetions

• Developing a research protocol 

Manage 

• Collect the foremost study.

• Evalution of study

• Production and observation of data.

• Data organiation.

Reveal • Refinement through research paper.
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Tamil Nadu, from the years 1901 to 2015. Three 
datasets are taken from Indian database and next 
three datasets are taken from Tamil Nadu database 
contains rainfall prediction based on month-wise, 
quarterly-wise and yearly-wise respectively. To 
assess the performance of model they used two 
validity measures: percent root mean square 
difference (PRD) and mean square error (MSE). 
They conclude that proposed model performed 
better than existing models.  
 
3.2. Rainfall Prediction Using Data Visualisation 
Techniques 
Due to the difficulty in analyzing rainfall and the 
capacity to get information from the previous 
datasets, data visualisation performs an essential 
part in the analysis of the large amount of data and 
it could provide a great aid to big data analytics. (P. 
Zhang, et al., 2018), by visualising data can make 
sense of large data sets. Visualising also motivate to 
extend patterns trends and differentiating various 
data. By extend these patterns has great use in 
Search Engine Optimisation (SEO). Visualising data 
shows all the complexities of confound subjects 
which is make use of in the field big data analytics. 
In this paper authors have taken datasets the India 
Meteorological Department (IMD) Govt. of India 
under Govt. Open Data License – India based on the 
monthly and annually rainfall detail of 36 
meteorological sub-divisions and every state and 
union territory from 1901 to 2015 of India.  
The methodology of this paper involves several 
steps. (i) Analyzing the problem: this step can be 
done by studding the datasets and then type of 
visualisation can be selected for specific dataset. 
(ii) Cleaning the data set: by data cleaning means it 
can find out the faulty, insufficient, immaterial and 
mistaken parts of the data and remove or replace 
them with median values. (iii) Data processing: 
After cleaning the dataset data processing can be 
done and used to attain the quality standards of a 
dataset. This step includes the substitution of NaN 
values with median values and then grouping of 
data with respect to their respective states. (iv) 
and, algorithm and  methods: two graphs have 
used, bar graph is used to visualise the both levels 
that highs and lows of rainfall in each state and 
maximum and minimum rainfall of all the states is 
compared and line graph is used for visualising the 
annual rainfall of each state from 1901-2015. They 
discussed about minimum rainfall state Territories 

and minimum rainfall state Territories. Author 
showed by using line graph in this paper that West 
Rajasthan has the least rainfall in India over 
20000mm in a century followed by Saurashtra & 
Kutch and Haryana Delhi & Chandigarh and 
average annual rainfall in West Rajasthan is around 
300mm in minimum rainfall state Territories. In 
minimum rainfall state Territories Coastal 
Karnataka has the highest rainfall in India. The 
average annual rainfall is around 3400mm. The 
results acquired in this paper can be used for the 
prediction of rainfall with the help of regression 
which can be of great benefit in the field of 
agriculture. 
 
3.3. Development of advanced artificial intelligence 
models for daily rainfall prediction 
In O. Manoj and J. P. Ananth (2020), author has 
given different models for daily rainfall prediction 
in Hoa Binh province, Vietnam. In this study, five 
parameters: maximum temperature, minimum 
temperature, wind speed, relative humidity and 
solar radiation have used as input for rainfall 
prediction.  And five methods have used in this 
research: (i) Artificial Neural Networks (ANN). 
When many machine learnings work together and 
process multiplex input through a framework form 
it becomes neural network, so ANN based on 
organizational and obligations of biological neural 
network. After learning process ANN process net 
data and can give results as output without having 
input. In this research, the scaled conjugate 
gradient algorithm was applied for training the 
neural network as it accelerates the convergence 
by guiding the search in the conjugate directions. 
(ii) Adaptive network based fuzzy inference system 
(ANFIS). It took input first and went through five 
layers of ANFIS and give overall output. ANFIS is a 
combination of adaptive networks and a fuzzy 
inferences system. (iii) Particle Swarm 
Optimization (PSO). It was propose for solving 
multiplex optimization problems. (iv) Support 
Vector Machines (SVM). It was developed using 
statistical learning theory. The main purpose of 
SVM algorithm is to find a hyperplane in an N 
dimensional space that distinctly separates data 
points, maximizing the distance between two 
datasets and (v) Validation criteria. In this research 
paper, they have used six validity measures to 
check the performance of proposed model which 
are Correlation Coefficient (R) and Mean Absolute 
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Error (MAE), Score Skill (SS), Probability of 
Detection (POD), Critical Success Index (CSI) and 
False Alarm Ratio (FAR). In this study, rainfall data 
was collected from meteorological gauge located at 
Latitude 20.763 m and Longitude 105.312 m in the 
Cao Phong district, Hoa Binh province, Vietnam 
(Fig. 4). Weather data was obtained from the Global 
Weather Data for SWAT. They collected total 3653 
samples during the period of January 01, 2004 to 
December 31, 2013. The proposed model of this 
paper carried out four steps in modeling for 
prediction of rainfall: generation of datasets, 
construction of the models, validation of the 
models, and robustness analysis. 
 
3.4. Short-term Rainfall Forecasting Using Multi-
layer Perceptron 
In Y. K. Joshi, (2020), they have proposed Dynamic 
Regional Combined short-term rainfall Forecasting 
approach (DRCF) using Multi-layer Perceptron 
(MLP). In the section of related work of this paper 
they have talk about atmospheric model and 
machine learning approaches. Atmospheric models 
basically based on numerical method. In the 
situation of uncertainty, the results numerical 
methods deviate from real situation, so we can get 
results on numerical method by forecasting. In 
machine learning approach first is based on time 
series and it can get from statistical theory. In 
rainfall prediction time series plays a vital role. 
They have talk about other approach metrological. 
It used in rainfall forecasting mainly include 
Support Vector Machine (SVM), Support Vector 
Regression (SVR), Grey Forecasting (GF) and 
Artificial Neural Network (ANN), and they give 
better results for rainfall prediction then statistical 
theory. In processing data, where are too many 
variables it become complex. Principal component 
analysis (PCA) simplifies the complexity of 
variables and gives the more information with less 
variables. In this paper, PCA is used to reduce the 
dimension of thirteen physical factors and then it 
serves to the multi-layer perception (MLP) as 
input. They have talk about two ways of MLP in but 
have adopted only second method due to it is fast 
and cheap. The method is find the structure of MLP 
namely greedy algorithm. The results in MLP can 
get from the input layer to output layer. The 
experimental data include 2015-2017 years’ 
Micaps surface mapping data, altitude (500hPa) 
mapping data and numerical forecasting results 

released by the China Meteorological 
Administration. 
 
3.5. Analysis and prediction of rainfall trends over 
Bangladesh using Mann–Kendall, Spearman’s rho 
tests and ARIMA model 
In this study, B. Thai, L. Minh, (2019), firstly talk 
about that there are many countries in which there 
is heavy rainfall in summer monsoon and low 
rainfall in remaining time period. In south Asia 
Bangladesh is one of these countries. There are 
many climate factors which effect the agriculture 
and rainfall is most prominent. Bangladesh 
Meteorological Department (BMD) has 34 weather 
stations covering the country from which weather 
information is collected including rainfall data. Due 
to new establishment of few stations they do not 
have log-term data on rainfall. In this research 
paper they have selected 14 stations out of 34 
stations and every station contains the data more 
than 60 years. They have use non-parametric test 
due to the fear of outliers namely Mann–Kendall 
and the Spearman’s rho tests. They have used a 
model in this study is advanced the AutoRegressive 
Integrated Moving Average (ARIMA). Basically, this 
model contains three parts; autoregressive (AR), 
moving average (MA) part and both the parts are 
integrated in the model by the differencing order. 
After achieving the static of data, four steps 
includes in ARIMA model application: model 
identification, model parameter estimation, 
diagnostic of the model adequacy and forecast. 
They have checked the skewness of data in this 
study which is positively skewed and varies 
between 1.044356 and 1.149507. Also they 
showed the kurtosis results of data which are 
leptokurtic. They checked results of data by using 
descriptive statistics.  
 
3.6. Survey on Weather Prediction using Big Data 
Analytics   
In M. A. Rahman, (2016), they discussed that 
uncertainty cause huge losses such as flood, earth 
quick, storm, cyclones etc. In present days weather 
forecasting is a challenging task. Many rainfall 
prediction models are available in the field of 
statistics and in literature but these models could 
not provide more accurate results. Prediction for 
future damages is most important task which can 
be predicted by bothering big data of past years. 
Especially for agricultural field rainfall prediction 
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is very important in many countries who real 
depend on it such as India. In this study, researcher 
stated that many authors used models for rainfall 
prediction such as Radial Basis Function Network, 
BPA (Back Propagation Algorithm), SVM (Support 
Vector Machine) and SOM (Self Organization Map). 
This study mainly discuss about survey report on 
early prediction of weather conditions. Due to 
instability and large volume of weather data set do 
not give accurate result with NWP technique, so 
here for prediction the straight storm formation 
prediction system is required. This paper talked 
about four different type of weather forecasting 
namely Very short-scale forecast: hour’s basis (1-
5), Short-scale forecast: 6 hours - few days (week 
basis), Medium-scale forecast: month’s basis (1-
10) and Long-scale forecast: Yearly basis. They 
used map reduced algorithm and linear regression 
method, and conclude that they perform better and 
also provide better results.   
 
3.7. Applying big data beyond small problems in 
climate research 
The adequacy of big data and the connected to 
trained shifts are of specific significance for climate 
research for three reasons. Firstly, already huge 
volumes of contemporary climate data are 

anticipated to expand further in both volume and 
difficulty over the coming years and decades. 
Secondly, proceed towards commonly connected  
Table 2. Answers of research questions 
with big data have entered climate research. Third, 
climate models are embedded in scientific theory 
and it is one of the main cause for confidence in 
their forecast. In climate variables two important 
and major variables are temperature and rainfall, 
because they play a prominent role in finding the 
impact of climate change in a specific region. 
Rainfall and temperature drifts have been widely 
investigated for the semi-arid and humid regions of 
the world. Daily data of rainfall of 35-year (1979–
2013), maximum air temperature, and minimum 
air temperature for 31 grid points, located in the 
study area, were utilized to generate annual and 
seasonal (pre-monsoon, monsoon, post monsoon 
and winter) time series. There are many ways to 
calculate the volume of data such as by transection 
(P. Zhang, et al., 2016). 
 
4. RESULT AND DISCUSSION   
In this study, seven research paper have been 
shortlisted and answers of research questions 
given in table 2.  
 

Which big data analytics 
techniques are used / proposed 
for rainfall prediction? 

In all above mentioned studies, various climatic 
attributes/variables from existing weather data were used as 
predictors for the objective of prediction/forecasting. In all 
selected studies, researches used combined and modified 
techniques for rainfall prediction and to prove better efficiency of 
models.  
 

How the performance of 
prediction and forecasting 
techniques is assess? 

The main purpose of every researcher is to propose various 
models/methods/designs with accurate results of rainfall 
prediction/forecasting. The performance of 
models/methods/designs given by researchers in all selected 
research papers were assessed by comparing with existing 
models and for the performance check of proposed models, 
statistics measurements used.  
 

Which type of data is used for 
prediction and forecasting? 

All selected paper used existing weather data for rainfall 
prediction and for the exercise objective used administered big 
data analytics techniques. Un-ruled techniques of big data 
analytics were also used in compound of administered 
techniques. Many climatic attributes were used as predictors 
including rainfall polarity, rainfall measure, minimum 
temperature, maximum temperature, wind speed, and humidity 
etc. Researchers stated, use of more features is not authentic for 
better efficiency in prediction rather irrelevant attributes could 
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affect the performance.  
 

For which location the rainfall 
prediction and forecasting is 
performed? 

In above detailed literature reviews mostly locality used of region 
in India. For rainfall prediction locations used situated in 
Bangladesh and Australia.  
 

Which elements affect the 
prediction and forecasting 
results? 

After the evaluated review of selected research papers, it is 
concluded that following given elements could affect the rainfall 
prediction results: existing weather data: which is selected for 
exercising the algorithms of big data, climatic attributes: which 
are used as predictors, location: for which the rainfall prediction 
has to be performed, surrounding environment, pre-processing 
techniques and most importantly the used 
model/technique/method.  
 

Which big data analytics techniques are used / 
proposed for rainfall prediction? In all above 
mentioned studies, various climatic 
attributes/variables from existing weather data 
were used as predictors for the objective of 
prediction/forecasting. In all selected studies, 
researches used combined and modified 
techniques for rainfall prediction and to prove 
better efficiency of models.  
How the performance of prediction and forecasting 
techniques is assess? The main purpose of research 
is to propose various models/methods/designs 
with most substantial results of rainfall 
prediction/forecasting. The performance of 
models/methods/designs given by researchers in 
all selected research papers were assessed by 
comparing with existing models and for the 
performance check of proposed models, statistics 
measurements used.  
Which type of data is used for prediction and 
forecasting? All selected paper used existing 
weather data for rainfall prediction and for the 
exercise objective used administered big data 
analytics techniques. Un-ruled techniques of big 
data analytics were also used in compound of 
administered techniques. Many climatic attributes 
were used as predictors including rainfall polarity, 
rainfall measure, minimum temperature, 
maximum temperature, wind speed, and humidity 
etc. Researchers stated, use of more features is not 
authentic for better efficiency in prediction rather 
irrelevant attributes could affect the performance.  
For which location the rainfall prediction and 
forecasting is performed? In above detailed 
literature reviews mostly locality used of region in 

India. For rainfall prediction locations used 
situated in Bangladesh and Australia.  
Which elements affect the prediction and 
forecasting results? After the evaluated review 
of selected research papers, it is concluded that 
following given elements could affect the rainfall 
prediction results: existing weather data: which is 
selected for exercising the algorithms of big data, 
climatic attributes: which are used as predictors, 
location: for which the rainfall prediction has to be 
performed, surrounding environment, pre-
processing techniques and most importantly the 
used model/technique/method.  
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