ARTIFICIAL INTELLIGENCE INCIDENTS & ETHICS: A NARRATIVE REVIEW

S.Faiza Nasim, Muhammad Rizwan Ali and Umme Kulsoom

Computer Science and Information Technology, Ned University, Pakistan
sfaizaadnan@gmail.com, mrizwanali@gmail.com, kulsoomshah9@gmail.com

ABSTRACT

There has been a lot of media debate about “Artificial Intelligence (AI) Ethics” nowadays and many scientists and researchers have shared their views on this topic. As technology is evolving, security issues are also emerging in new forms. Machines should be ethical, and the “Build and Design” of such machines should be based on ethics. Infact, AI must have Ethics as a part of design within the software code, just like security measures are encoded within. In this review paper, statistics of AI incidents and areas are presented along with the social impact. Using the online AI Incident Database, some areas of AI applications have been identified, which shows unethical use of AI. Applications like Language and Computer vision models, intelligent robots and autonomous driving are in top ranking. Ethical issues also appear in various forms like incorrect use of technology, racism, non-safety and malicious algorithms with biasness. Data collection has helped to identify the AI ethical issues based on Time, Geographic Locations, Application Areas, and Classifications.
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1. INTRODUCTION

AI offers many benefits and opportunities for society, including the potential to improve healthcare, finance, education, and surveillance. However, AI also poses risks of harm if misused or deployed without careful consideration. Assessing the risks and benefits of AI is challenging, since it is difficult to determine the extent to which impacts are caused by AI systems. Several AI principles have been set up by national and international bodies, worldwide. These consist of generic and contextual [1]. Recent observations show that AI is becoming an essential part in almost every technological advancement, particularly in areas
like Banking, Data Analytics, Autonomous Systems (AS), Manufacturing Industries, etc [2]. Hence AI is also facing the same challenges in terms of Safety, Security, Ethics and Privacy [3]. For instance, Banking Chatbots can be manipulated or exploited in such a way that the hackers may try to impersonate a banking officer and get the details of a customer and do fraud. Autonomous weapons are another example, where decisions are being made by these AI based weapons without having human intervention [4].

This review paper is based on the statistics taken from AI incident Database – A catalog of failures in AI. The AI ethical issues have been classified based on the data processed. 13 application areas are identified where AI ethics issues have occurred the most. Results are then discussed with respect to Time [5], Geographical Distributions, Application Areas and Taxonomy of AI issues [6]. Following which discussion on AI guidelines and principles are presented. Finally, a conclusion is made showing the importance of machine and AI ethics in design and implementation.

2. THEORETICAL FRAMEWORK

Mengyi Wei et al. collected AI ethics incidents mainly from the AI Incident Database [1]. 150 AI ethics incidents with detailed information were chosen [7]. After content analysis, below four descriptive attributes were identified namely:

- Time,
- Geographic Locations,
- Application Areas,
- Classification of AI Ethics Issues.

These four attributes cover the critical information of each AI ethics incident.

**Time**: This attribute refers to the time the AI ethical issue took place.

**Geographic locations**: Refers to the geographical distribution of AI ethics incidents which took place around the world [8].

**Application areas**: This attribute provides information about the areas of AI which are most susceptible to ethical issues.

**Taxonomy of AI ethics issues**: This classifies AI ethical incidents, which comprehensively show the unethical behavior of AI technology and the impacts on society [9].

2.1 Objectives:

1. Develop mechanisms to benefit AI more for human society and to reduce harm.
2. Improve the ability to evaluate the impacts and risks associated with AI.
3. Able to decide in events when there is disagreement and uncertainty.

2.2 Research Questions

There are many questions that are raised for deciding the AI ethics and regulations for the framework. For instance:

1. Copyright ownership of AI Algorithms has been developed.
2. How much AI has the potential to make discriminations, privacy violations and war crimes?
3. To what extent AI can be compromised to fool someone?
4. Design rules for AI regulations
5. Drafting of AI regulations by those judiciary officials who are not technical experts on this domain.
6. How much AI technology is risky in a particular domain?
7. What areas are of low risks where AI can be easily deployed.
8. Ability to produce false and misleading information generated by BigGAN and GPT-3 models.
9. What ethical principles should AI researchers follow?
10. What is the best way to design AI that aligns with human values?
11. Is it possible or desirable to build moral principles into AI systems?
12. When AI systems cause benefits or harm, who is morally responsible?

Can I determine a person’s act for doing crime? In fact most recently there has been a case in which researchers at the Chicago University, have developed an algorithm that predicts crimes a week prior to their occurrence with 90% accuracy [10].

3. LITERATURE REVIEW

Presently there are no defined legitimate processes to develop and deploy AI in the human community. Most of the self- decisions or rules are already established in technology-based companies like Google, Facebook, Microsoft, AWS, etc [11]. But there is no procedure to scrutinize those decisions or rules by a central government entity at national or international level. Also, the public is not aware about the rules. Those rules can have a great impact on society, but they are not accountable [12]. A proper understanding of AI impacts on society needs to be done before assessing risks and benefits of AI. Furthermore, if those risks or benefits would have a high impact on society. Unsafe and insecure AI systems is on
the rise which can become more severe in near future [13]. Take for example, “Autonomous Drone Swarms”, an autonomous lethal weapon is an instrument of mass destruction.

To properly assess risks and benefits, we need a thorough understanding of how AI is already impacting society, and how those impacts are likely to evolve in future [14]. Despite these many real and potential benefits, we are already beginning to see harms arise from the use of AI systems, which could become much more severe with more widespread application of increasingly capable systems [15]. For instance, there is a strong case that “armed fully autonomous drone swarms”, one type of lethal autonomous weapon, qualify as a weapon of mass destruction [16].

There is a strong need to develop a regulatory framework for AI before it gets too late [17]. Technology companies and government bodies should form a consortium to build the regulations for this framework. There is a need for governance in AI which should at least cover three objectives [18].

3.1 Content Categorization

Mengyi Wei and his team were not aware of the categories of AI ethical issues, nor was there enough relevant research available. Categories were left to be discovered during the analysis. The reliability of the data was calculated using Krippendorff’s alpha [18], which is regularly used by researchers in the field of content analysis. Krippendorff’s alpha (α) is a reliability coefficient developed to measure the agreement among observers [19], coders, judges, raters, or measuring instruments and helps in how much the resulting data can be trusted to represent something real [20].

A lot of efforts were put in by the research team who continuously tried their best to refine the methodology. They reached a high agreement with Krippendorff’s Alpha larger than 0.8 on most variables and averaged 0.94 on all variables.

The agreement of the identified thirteen application areas and eight AI ethics issues is summarized in Table 1.

<table>
<thead>
<tr>
<th>Content Category</th>
<th>Krippendorff’s Alpha</th>
</tr>
</thead>
<tbody>
<tr>
<td>AI supervision</td>
<td>0.79</td>
</tr>
<tr>
<td>AI recruitment</td>
<td>0.44</td>
</tr>
<tr>
<td>Identity Authentication</td>
<td>1</td>
</tr>
<tr>
<td>Language/vision model</td>
<td>0.98</td>
</tr>
<tr>
<td>Intelligent recommendation</td>
<td>0.96</td>
</tr>
<tr>
<td>Autonomous Driving</td>
<td>1</td>
</tr>
<tr>
<td>Intelligent Service Robots</td>
<td>1</td>
</tr>
<tr>
<td>Smart Healthcare</td>
<td>1</td>
</tr>
<tr>
<td>AI Education</td>
<td>1</td>
</tr>
<tr>
<td>Inappropriate Use (Bad Performance)</td>
<td>0.9</td>
</tr>
<tr>
<td>-----------------------------------</td>
<td>-----</td>
</tr>
<tr>
<td>Privacy</td>
<td>1</td>
</tr>
<tr>
<td>Unethical Use (illegal Use)</td>
<td>0.97</td>
</tr>
<tr>
<td>Racial Discrimination</td>
<td>1</td>
</tr>
<tr>
<td>Gender Discrimination</td>
<td>0.98</td>
</tr>
<tr>
<td>Unfair Algorithm (Evaluation)</td>
<td>0.94</td>
</tr>
<tr>
<td>Mental Health</td>
<td>0.86</td>
</tr>
<tr>
<td>Physical Safety</td>
<td>1</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td><strong>0.94</strong></td>
</tr>
</tbody>
</table>

Table 1: Krippendorff’s alpha for each variable. The upper part corresponds to application areas, and the lower part corresponds to AI ethics issues.

3.2 Time-based Evolution of AI Incidents

Figure 1 depicts 150 AI ethics ranging from 2010 to 2021. The incidents annually increased from 2010 to 2016. This was because there were many AI advancements during these years. A decline in the years 2017 to 2019 can be well noticed [21], probably due to a more cautious approach in AI design and implementations. But again, in the year 2020 and 2021, the incidents broke the previous records [22].

3.3 Geographic Distribution of AI Incidents

The AI companies which are in certain developed countries happen to have more AI ethics incidents more in that region than any other part of the world. It was discovered that technology-based organizations are the key players in the development of AI technology and are also the ones who create the technology that causes ethical incidents [23]. Countries like
the USA, UK and China where most AI based companies are located have 80 out of 150 incidents.

Another type of location category is Global, depicting those ethical issues which occurred globally, rather than just in a particular specific geographical location or a country [24] as defined here in Figure 2. For example, an incident that happens in a news company is classified into the news and media industry which occurred globally. Another example is the incident of gender bias embedded in NLP, all over the world [25].

![Distribution Map of Global AI ethics cases](image)

*Figure 2: Geographic distribution of AI ethics incidents*

### 4. DATA ANALYSIS

#### 4.1 Application Areas of AI Incidents

Table 2 depicts thirteen areas in which applications of AI were discovered having ethical issues. Following are the areas, according to the number of incidents that took place.

<table>
<thead>
<tr>
<th>S. No</th>
<th>Fields / Areas of AI</th>
<th>Number of Incidents by Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Intelligent Service Robots</td>
<td>31</td>
</tr>
<tr>
<td>2</td>
<td>Language / Vision Models</td>
<td>27</td>
</tr>
<tr>
<td>3</td>
<td>Autonomous Cars</td>
<td>17</td>
</tr>
<tr>
<td>4</td>
<td>Recommendation Systems</td>
<td>14</td>
</tr>
<tr>
<td>5</td>
<td>Identity Authentication</td>
<td>14</td>
</tr>
<tr>
<td>6</td>
<td>Supervision / Monitoring under AI</td>
<td>14</td>
</tr>
<tr>
<td>7</td>
<td>Smart Health</td>
<td>10</td>
</tr>
<tr>
<td>8</td>
<td>AI based recruitment,</td>
<td>10</td>
</tr>
<tr>
<td>9</td>
<td>Predictive Policing</td>
<td>8</td>
</tr>
</tbody>
</table>
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Table 2: Application Areas of AI ethics incidents

<table>
<thead>
<tr>
<th>S. No</th>
<th>Taxonomy of AI ethics issues</th>
<th>Frequency of Events</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Inappropriate Use (Bad Performance)</td>
<td>48</td>
</tr>
<tr>
<td>2</td>
<td>Racial Discrimination</td>
<td>38</td>
</tr>
<tr>
<td>3</td>
<td>Physical Safety</td>
<td>32</td>
</tr>
<tr>
<td>4</td>
<td>Unfair Algorithm (Evaluation)</td>
<td>22</td>
</tr>
<tr>
<td>5</td>
<td>Gender Discrimination</td>
<td>19</td>
</tr>
</tbody>
</table>

4.2 Taxonomy of AI Ethics Issues

Among 150 AI ethical issues, eight categories were discovered during the content analysis. They have been shown here in table 3 in accordance with their respective frequencies.

Here in Figure 3 last seven fields, have the occurrences of AI ethics incidents relatively rare, yet these issues have emerged and cannot be ignored in any case.
It may be the case that an AI application may have more than one ethical issue as classified here in Figure 4 as well. It is worth noticing that one AI application may have multiple AI ethics issues. For example, a chatbot can contain gender discrimination and cause privacy leakage. This exhibits a complex nature of the AI itself.

5. DISCUSSION ON RESULTS

Four attributes, “Time, Geographic Locations, Application Areas and AI Ethic Issues” were discussed. The incidents of AI have increased over time. Developed countries like China, UK and USA have more accidents than other places in the world as the amount of AI work is done is more in these countries than anywhere else. Then Application areas were divided in 13 categories in which Intelligent service robots, language and vision models and autonomous drivers have the most incidents [26]. Lastly, eight categories were identified having AI ethical issues. The most obvious one is “bad performance, which is caused by the consequences due to the limitations in current AI practices [27]. People safety and racism is also the primary concern, the latter being somehow embedded in the designed algorithm, which can have a
negative impact for certain groups of people. Incidents have been there where people have been put into risk by robots [28], which were designed for service and manufacturing. Jobin et al. compiled 84 AI guidelines and presented an overview. Considering the highest frequency, three principles are addressed below [29]:

1. Transparency: Many AI incidents occurred due to lack of transparency. Developers and practitioners were not able to explain the real mechanisms working behind a black-box algorithm. The consequence and performance are not predictable and guaranteed, thus leading to various AI incidents [30].

2. Justice and Fairness: It relates to non-discrimination, non-biased and impartiality. Racism, gender biasness is found to be common on many incidents. Most of these occur in language or computer vision models. This should be a very focused area for the AI experts while designing and deployment [31].

3. Non-maleficence: The principle of nonmaleficence holds that there is an obligation not to inflict harm on others. It is closely associated with the maxim primum non nocere (first do no harm) [32]. This principle relates to Safety, harm, security and protection concerns. This is the third most common issue in the ethical guidelines. Very less-frequent efforts have been made in developing AI algorithms safe for human society [33].

In general, people do know about the rules and theories behind the ethics, but do not know the ways to implement them in AI. Neither they know about the impact it may create if the ethics are not followed. This review paper helps to understand the incidents which are occurring due to the lack of importance in AI ethics and a point to start thinking to design some operable regulatory framework based on ethics [34].

6. CONCLUSION AND RECOMMENDATIONS

As human decisions are not perfect, so do AI systems as well. We need to foresee if the inherent risks are greater or less than the risks of not using AI. Is it tolerable as well? Terms like “Trustworthy AI”, “Beneficial AI” should come into practice in every walk of life [35]. Many have tried to find ways to compute Ethics and add an ethical component in the design of AI. AI has the advantage of improving human life in many ways, but also has the risks of developing dangerous technologies that can be very harmful to humans. We need to design and apply this technology with care and wisdom [36]. Finally, it is the need of the
time that research should be made in machine ethics and applied in a lawful and safe manner. Means are required to integrate values concerning morality, society, and legality in technological developments in the field of AI both in design and implementation.
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